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Background

A computational model for projection inferences in clause-
embedding predicates

Dingyi (Penny) Pan1, Judith Degen2

1UC San Diego, 2Stanford University

Model setup 

Behavioral experiment

Discussion

Paremeter estimation

PS1
(u |bSP) ∝ exp(α(PL0

(bSP |u) − (CNeg(u) + CEmbed(u))))

Projection inferences: inferences about speaker’s 
commitment to the embedded content that projects 
through an entailment-canceling environment such as 
polar interrogatives.


Scott says:

“John knows/thinks that Julian dances salsa.”

“Does John know/think that Julian dances salsa?”


know: the listener infers that the speaker (Scott) 
believe the content of the embedded clause (Julian 
dances salsa). 
think: the listener does not make such inference. 

Factors that modulate projection inferences 
• Predicates: Predicates show different projection 

patterns [1,2]. The degree of projection is gradient 
and probabilistic [2,3]. 

• At-issueness (Gradient Projection Principle): The 
content projects to the extent that it is not at-issue 
with respect to the Question Under Discussion. [3-5]


• Prior beliefs: If the proposition p is more probable, 
then it is more likely to project. [6-8]


How do these factors interact to generate the 
observed probabilistic projection patterns?

Participants 
345 native English speakers recruited on Prolific. 


Stimuli (10 critical items, 8 control items, 6 fillers)
2 facts x 2 predicates (“know” and “think”) x 2 
embedded clause types (“p” and “not p”) + 2 facts x 
unembedded polar interrogatives (“BARE p”)

Tasks: belief rating 
Fact (that everyone knows): Julian is German.

Scott asks: “Does John think that Julian dances salsa?”

Does Scott believe that Julian daces salsa?


Results 
- Main effects of prior and predicates


- Anti-veridical effect of “think”

- Interaction between predicate and prior, prior and 

embedded clause type, predicate and embedded 
clause type 


• Literal listener reasons about the meaning 
of the utterance represented by a threshold 
semantics [11-14].

• “know” and “think”: the utterance is 

felicitous if the belief exceeds the 
threshold, each sampled from a beta 
distribution. , 

 

• “BARE”: more likely to be used if it is close 

to 

θknow ∼ Beta(20,1)
θthink ∼ Beta(0.1,20)

θBARE = 0.5

• Pragmatic speaker soft-maximizes the 
utility of the utterance, balancing the 
informativeness and the costs.


• Pragmatic listener samples from either 
the prior belief distribution or the speaker 
production distribution, weighing by how 
likely the embedded content is at-issue, 
given the predicate .P(qCC |u)

• Bayesian data analysis (BDA) was conducted 
to estimate the values of the optimality 
parameter , and the two cost terms 

 and 
α ∼ U(0,10)

CNeg ∼ U(0,4) CEmbed ∼ U(0,4)

• qualitatively captured: the main 
effects of predicate and prior, the 
interaction between predicate and 
prior for “know p” and “think not 
p.”


• failed to capture: the anti-veridical 
of “think”, the effect of prior for 
“know not p” and “think p.”

Model evaluation

• This is a step towards a systematic analysis of 
projection inferences in polar interrogatives with 
clause-embedding predicates using probabilistic 
pragmatic models.


• The proposed mixture RSA model combines the 
speaker production distribution and the prior belief, 
and can account for some empirical patterns.


• Alternative ways to model at-issueness and prior 
beliefs are still to be explored.


• Speaker might consider the attitude holder’s belief 
(i.e., how likely that John believes…) when choosing 
the utterance, which can be included in the model.

[1] Kiparsky & Kiparsky (1970). [2] Degen & Tonhauser (2022). [3] Tonhauser et al. (2018). [4] Beaver et al. [2017]. [5] Roberts (2012). [6] Degen & Tonhauser (2021). [7] Tonhauser & Degen (under 
review). [8] Mahler (2020). [9] Frank & Goodman (2012). [10] Goodman & Frank (2016). [11] Lorson et al. (2021). [12] Schuster & Degen (2020). [13] Lassiter (2017). [14] Yalcin (2010).


Experiments, data, analysis script, 
and models: https://github.com/
pennydy/Projectivity_RSA. 

Preregistration: https://osf.io/
gtdw5 • Partially couched in the Rational Speech Act (RSA) 

framework [9,10].

• meaning space: inferences modeled as how likely the 

speaker is taken to believe in the embedded content, 



• utterance set: U = {“know p”, “know not p”, “think 
p”, “think not p”, “BARE”}

bSP ∈ [0,1]
u ∈

effect of QUDs is at the pragmatic level but not at the semantic level, and whether the embedded
content is at-issue is only considered and inferred by the pragmatic listener when interpreting the
utterance. Hence, the threshold distribution of each predicate is constant, i.e., ✓u ⇠ Beta(↵u,�u).

What distinguishes this model from the other is how the pragmatic listener reasons about the
production choice of the speaker and infers the speaker belief. Rather than updating the assumed
speaker prior beliefs based on the their internal model of the speaker following the Bayes’ rule as in
the classic RSA framework, the pragmatic listener in this model mixes the prior belief distribution
and the inferred belief distribution based on the speaker production distribution according to how
likely the embedded content is at-issue.

Literal listener

PL0
(bSP|u)/
®

1 if bSP > ✓u

0 otherwise
(for positive embedded propositions) (12)

PL0
(bSP|u)/
®

1 if bSP < 1� ✓u

0 otherwise
(for negated embedded propositions)

PL0
(bSP|u)/ P(1� |bSP � ✓u|x) (for unembedded interrogatives)

where x =

®
0.1 if |bSP � ✓u|> 0.1
2 otherwise

Pragmatic speaker

PS1
(u|bSP)/ exp(↵ · (ln PL0

(bSP |u)� (CNeg(u) + CEmbed(u)))| {z }
utility of the utterance

) (13)

Pragmatic listener

PL1
(bSP |u)/ PS1

(u|bSP)| {z }
speaker model

·P(qMC |u) + P(bSP)| {z }
prior belief

·P(qCC |u) (14)

where P(qMC |u) + P(qCC |u) = 1

Literal listener The literal listener is defined in the same way as before, which is shown again
in Equation (15). Crucially, the literal listener assumes a uniform prior over beliefs.

PL0
(bSP|u)/
®

1 if bSP > ✓u

0 otherwise
(for positive embedded propositions) (15)
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(for positive embedded propositions) (15)
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• The belief ratings collected in the 
behavioral experiment and the prior 
norms from previous experiments [2,7] 
were used to inform the model.

Links

Computational model: Mixture RSA

PL0
(bSP|u)/ P(1� |bSP � ✓u|x), where x =

®
0.1 if |bSP � ✓u|> 0.1
2 otherwise

PL0
(bSP|u)/ P(1� |bSP � ✓u|x)

where x =

®
0.1 if |bSP � ✓u|> 0.1
2 otherwise

[jd: not sure how to express meaning for bare interrogative – returns true with probability proportional
to distance from .5 according to power decay function]

where ✓u are utterance-specific thresholds sampled from Beta distributions ⇥u (⇥think = Beta(.1,20),
⇥know = Beta(10,3). Assuming that ✓u is sampled from a distribution rather than being a fixed utterance-
specific threshold captures that listeners have probabilistic beliefs about the speaker’s thresholds (see
(Schuster and Degen, 2020) for similar assumptions in the domain of uncertainty expressions).

[jd: Free parameters in the model: ↵, Cneg, Cembedding – update cost function to reflect.]

Experiment. [jd: REVISE, COMPRESS]
Method. 360 Prolific participants through Prolific (15 exclusions according to pre-registered exclu-
sion criteria) provided speaker and attitude holder belief ratings for sentences as in (1) and (2). We
manipulated the clause-embedding predicate: the cognitive predicates “think” and “know” and the com-
munication predicates “say” and “inform,” as well as the unembedded polar interrogative Does Julian

dance salsa? were included. Eighteen critical items from (Degen and Tonhauser, 2021) were used as
the CCs and paired with facts that made the content either likely or unlikely a priori (norms also taken
from (Degen and Tonhauser, 2021), high and low probability facts counterbalanced within participant).

Participants were instructed to imagine that they walked into a kitchen and overheard somebody asking
another person a question. The prior was presented on the screen together with the question, as a
“fact (that everyone knows).” To assess the speaker and the attitude holder’s belief, we used the carrier
sentence “Does SPEAKER/ATTITUDE HOLDER believe ...”, and the participant was instructed to provide
a rating on a slider with endpoints labeled “definitely no” (coded as 0) and “definitely yes” (coded as
1). To avoid effects of question order, question order was randomized across participants.

Results. Fig. 1 shows mean belief ratings. We conducted Bayesian mixed effect linear regressions
to assess whether predicate, embedded content form, and prior affected ascribed speaker and attitude
holder beliefs. The speaker belief model predicted belief rating from fixed effects of predicate (reference
level: “Polar”), mean-centered prior belief rating, and their interaction, as well as the maximal random
effects structure that allowed the model to converge (decorrelated random by-participant and by-item
intercepts and slopes for predicate and prior).

Compared to the unembedded polar interrogative, participants ascribed greater belief in p to the speaker
when p was embedded under “know” (� = 0.34, C r I = [0.31, 0.36]) or “inform” (� = 0.29, C r I =
[0.26, 0.31]) and lower belief in p when it was embedded under “think” (� = �0.13, C r I = [�0.15,�0.10])
and marginally lower when it is embedded under “say” (� = �0.03, C r I = [�0.06,0.00]). In ad-
dition, there was a significant main effect of prior belief, such that participants ascribed greater be-
lief in p to the speaker, the more a priori likely p was (� = 0.53, C r I = [0.45,0.60]). The sig-
nificant interaction between the predicate contrast and prior for “know” and “inform” suggests that

3

derived from the speaker model by the listener’s prior beliefs about likely speaker beliefs, this model
treats the listener’s inference as a mixture model: the listener mixes a domain-specific prior belief about
likely beliefs with the speaker model-derived beliefs according to weights determined by the probability
of the embedded content being at-issue. Prior beliefs are weighted by the prior belief that the embedded
content is at-issue, given the observed utterance (P(qcontent|u)). The speaker model is weighted by the
prior belief that the embedded content is not-at-issue (P(qpredicate|u)).

PL1
(bSP|u)/ PS(u|bSP)| {z }

speaker model

·P(qpredicate|u) + P(bSP)| {z }
prior beliefs

·P(qcontent|u)

where P(qcontent|u) + P(qpredicate|u) = 1. The probabilities of utterance-specific predicate QUDs are
parametrized as the mean at-issueness ratings by predicate collected by [jd: us in the under revision
Glossa paper] (think: .7, know: .85, bare interrogative postulated to be .1).

PL0
(bSP|u)/
®

1 if bSP > ✓u

0 otherwise
(for positive embedded propositions) (1)

PL0
(bSP|u)/

8
><
>:

1 if

®
bSP > ✓u for positive embedded propositions p

bSP < 1� ✓u for negative embedded propositions ¬p

0 otherwise
(2)

PL0
(bSP|u)/

8
><
>:

1 if

®
bSP > ✓u for p

bSP < 1� ✓u for ¬p

0 otherwise
(3)

PL0
(bSP|u)/

8
><
>:

1 if bSP > ✓u for p

or bSP < 1� ✓u for ¬p

0 otherwise

PL0
(bSP|u)/
®

1 if bSP < 1� ✓u

0 otherwise
(for negated embedded propositions)

PL0
(bSP|u)/ P(1� |bSP � ✓u|x) (for unembedded interrogatives)

where x =

®
0.1 if |bSP � ✓u|> 0.1
2 otherwise
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