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All closed-sourced models provide more explanation responses in the |C/Expl/RC condition
than in the other three conditions, suggesting that they have the ability to draw elicitures.
All Llama models show the effects of verb type and the content of the RC as well as their
interaction on the log probability of the continuation, suggesting that they can draw eliciture
inferences, regardless of the model size and the use of additional instruction-tuning. GPT-2
shows no such evidence.

What triggers this inference?
Implicit causality verbs (e.g., detests) impute causality
to the one of the participants associated with the

eventuality the verb denotes, which creates a strong : ' — ' : _
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Among closed-source models, only GPT-4 shows a higher high-attachment preference for IC
verbs than for nonlC verbs, where the other two models do not show a significant difference
between the two verb types.

All Llama models have a higher bias toward the high attachment cite for |C verbs than for
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